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We present a high-fidelity simulation tool for accurate acoustic modeling across a wide range of applications.
The numerical method is based on diagonal-norm Summation-By-Parts (SBP) finite-difference operators, which
guarantee linear stability on piecewise curvilinear multi-block grids. Realistic three-dimensional atmospheric
and topographic data are directly incorporated into the simulations, and the solver is implemented in CUDA
to achieve high computational efficiency. Verification is performed through convergence studies against highly
resolved benchmark problems in both two and three spatial dimensions, while validation is carried out using

high-quality infrasound measurements from two modern wind farms in Sweden. The results show that modern,
large-scale wind turbines generate infrasound levels significantly higher than those reported for older, smaller
turbines. These findings advance the understanding of the acoustic characteristics of contemporary wind turbines
and provide important guidance for assessing their potential environmental and societal impacts.

1. Introduction

Silence has become a scarce commodity in modern society. Among
environmental stressors, traffic noise is recognized as one of the most
significant threats to public health [1,2]. Long-term exposure has been
associated with an increased risk of cardiovascular disease [3], as well
as annoyance, sleep disturbance, and impaired cognitive performance
in children [4]. To mitigate such impacts, reliable and precise computa-
tional tools capable of predicting noise propagation and generating noise
maps are essential. Such tools are indispensable for the planning of urban
communities, transportation infrastructure, airports, and wind farms, as
well as for safeguarding quiet areas in national parks and recreational
environments.

Low-frequency noise (below 200 Hz) is of particular concern. It
penetrates efficiently into and through buildings, and while the hu-
man auditory system spans 16 Hz - 18 kHz (often rounded to 20 Hz
- 20 kHz) [5], frequencies below approximately 100 Hz are typically
perceived as vibrations or pressure rather than tonal sound. Prominent
outdoor sources include road, air, and rail traffic, construction activity,
and modern wind turbines, while indoor contributions arise from heat-
ing, ventilation, air-conditioning systems, and industrial machinery. The
combined influence of multiple sources can elevate exposure to levels
sufficient to induce adverse health outcomes. Ensuring quiet residential
conditions, particularly in sleeping environments, is therefore of critical
importance.
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Existing numerical methods for outdoor sound propagation have
been shown to be inadequate for large-scale domains with complex
and irregular terrain [6]. More accurate and advanced computational
approaches have recently been developed to address these shortcom-
ings [7]. Empirical measurements further confirm [8,9] that accurate
prediction of sound pressure levels (SPL) over extended ranges re-
quires explicit consideration of both the three-dimensional atmospheric
state and the underlying terrain. The dynamic atmosphere influences
acoustic propagation across all ranges, but its spatiotemporal vari-
ability becomes increasingly significant with distance. Consequently,
high-fidelity simulations of long-range sound propagation (typically
exceeding 500 m) must incorporate: 1) atmospheric attenuation, 2)
wind effects, 3) altitude-dependent sound speed, 4) stratification and
buoyancy, 5) irregular terrain, and 6) realistic boundary conditions.

Sound propagation in a heterogeneous atmosphere is modeled in this
study using the three-dimensional acoustic wave equation [10]. To guar-
antee stability and convergence, diagonal-norm SBP finite-difference
operators are combined with the Simultaneous Approximation Term
(SAT) technique for the weak enforcement of boundary conditions. Over
the past two decades, the SBP-SAT framework has been extensively de-
veloped and rigorously analyzed, and it has consistently been shown to
provide highly accurate and reliable numerical simulations of acoustic
wave propagation (see, e.g., [6,7,11-16]).

For a computational tool to be broadly useful to the scientific
and engineering community, it must satisfy three essential criteria:
1) the methodology must be rigorously validated and transparently
documented; 2) the results must be clear, interpretable, and visually
accessible; and 3) the tool must be user-friendly, avoiding the need for
tuning of ad hoc parameters. To achieve all of this is the overarching goal
of the sound simulation tool named SoundSim360. In contrast, widely
used commercial noise simulation software, including models such as
Nord2000, are based on ray-tracing techniques that require numerous
adjustable parameters. While such models are computationally efficient,
they exhibit several well-known limitations that we avoid by directly
solving the full three-dimensional acoustic wave equation. Four key
weaknesses of ray-tracing approaches are: 1) inadequate treatment of
low-frequency sound (below 200 Hz), 2) difficulty in handling complex
geometries, 3) limited capability to model sound transmission through
walls, and 4) inability to accurately capture transient sources.

As an illustrative example, Fig. 1 presents a comparison between
SoundSim360 and Nord2000 (as implemented in the commercial
software SoundPlan 9.1) for a 25 Hz monopole source located at
Polacksbacken, Uppsala University. The source is positioned 10 m above
ground with a sound power level of 105 dB. Terrain and building data
are obtained from Lantmiteriet [17], and the ground is modeled as a
hard surface (impedance class H in Nord2000). All other Nord2000 pa-
rameters are kept at their default values. The sound pressure level (SPL)
distribution at 2 m height is shown for both models. The computational
domain for SoundSim360 covers 500 m x 600 m x 250 m.

Significant discrepancies occur in the acoustic shadow zones behind
buildings, where Nord2000 systematically underestimates SPL due to
fundamental limitations of ray-based propagation at low frequencies.
The model cannot accurately simulate edge diffraction at these frequen-
cies, as it relies on geometrical acoustics and is calibrated for higher-
frequency sound. At longer wavelengths, these assumptions break down,
and wave-based diffraction effects dominate the propagation field.

Infrasound refers to sound waves with frequencies below 20 Hz
and is produced by various natural and man-made sources. Examples
of man-made infrasound sources include explosions, engines, ventila-
tion, high-speed trains, high-speed aircraft, rockets, and wind turbines.
Natural sources of infrasound are diverse: volcanic eruptions, auro-
ras, lightning and sprites, surf, wave-wave ocean interactions (micro-
baroms), avalanches, meteors, mountain-associated waves, earthquakes,
and tsunamis.

Infrasound simulations are increasingly employed in geophysical re-
search and monitoring for a variety of applications. These simulations
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Fig. 1. Low-frequency (25 Hz) sound simulation at polacksbacken (105 dB
point source at X, 10 m above ground), comparing (a) SoundSim360 and (b)
Nord2000. Shown are sound pressure levels 2 m above ground. Nord2000 cannot
accurately model edge diffraction at low frequencies, where long wavelengths
cause pronounced wave bending around obstacles.

help scientists study the behavior of infrasound waves in different en-
vironments and understand their implications in various geophysical
contexts. Here are a few key geophysical applications where infrasound
simulations are used: 1) to detect large explosions (including nuclear
tests) [18,19], 2) to detect natural disasters like, earthquakes [20,21],
tsunamis or volcanic eruptions [22], 3) to provide data on atmospheric
conditions [23-25] and to improve forecasting models. These appli-
cations typically require the combination of accurate infrasound (and
sometimes seismic) measurements and advanced numerical methods to
simulate infrasound propagation in the atmosphere up to 140 km. A
popular numerical method for infrasound simulations in a relatively
flat terrain, with a single source, is the wide angle parabolic equation
method [18,20,24,25]. To capture interference from multiple sources in
irregular terrain, a three-dimensional wave equation model is necessary.

The main focus of the present study is twofold. The first main focus
is to validate the simulation tool against accurate infrasound measure-
ments. Infrasound is an ideal candidate to validate an outdoor sound
simulation tool due to the minimal atmospheric (and ground) damping
allowing for long-distance propagation. Modern wind turbines are strong
infrasound emitters and are often located remotely, far away from cities
and highways that would otherwise contribute to relatively high back-
ground noise. The second main focus is to map the sound power levels
in the infrasound regime for a few modern types of wind turbines and
examine the influence of the atmosphere. We have carried out measure-
ments at Mélarberget wind farm three times: 2023-10-26, 2024-10-23,
and 2024-12-16, and at Lervik wind farm twice: 2024-05-21 and
2024-09-10.

After these initial infrasound measurements, two of us experienced
sleep disorders and migraine headaches. These symptoms appeared af-
ter being exposed to infrasound levels of just over 95 dB around the
1 Hz frequency band for at least 4 hours (see Fig. 7). Similar symp-
toms during infrasound measurements have been reported in [26]. It is
well-known among specialists in otoneurology and otolaryngology that
inaudible infrasound has the potential to trigger migraines in people
with a more sensitive nervous system, for example, see [27-29]. One in
three people is predisposed to migraines, with a more sensitive nervous
system [30,31]. The level of sensitivity is highly individual. There are
new studies that link the impact of inaudible infrasound to brain activity
[32,33]. As early as 1985, Danielsson and Landstrom [34] showed that
infrasound at levels of 95 dB during 1 h of exposure causes an increase
in diastolic blood pressure and decreases in systolic blood pressure and
pulse rate. More recent studies also show that many animals move more
than 5 km from wind turbines, especially deer and birds [35].

Other (recent) studies [36,37] suggest that infrasound from wind
turbines does not produce measurable health effects. In [37], 27
participants were exposed to 89 dB of infrasound for 10 min in a labo-
ratory, while in [36], 37 participants were exposed to 87 dB for three
days. These studies have certain limitations: they did not involve experts
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in otoneurology or otolaryngology in their design, and participants with
known sensitivities, such as individuals prone to migraines, were not in-
cluded. Furthermore, the short-term laboratory exposures may not fully
reflect long-term, cumulative exposure in residential environments near
wind farms. Consequently, while informative, the results should be in-
terpreted with caution, particularly when considering potential effects
on sensitive subpopulations.

It is well-known [38,39] that repetitive, pulsating sounds are per-
ceived as more disturbing than continuous sounds with the same fre-
quency content and average sound level. Each time a wind turbine blade
passes the tower, a pressure pulse with steep edges is generated, which
propagates as infrasound. The blade passage frequency (BPF) can be
determined by counting the number of blade passes per minute and di-
viding by 60. The BPF decreases with increasing turbine blade size, and
larger blades also produce stronger pressure pulses, resulting in more
intense infrasound. For modern wind turbines, the BPF typically ranges
between 0.2 and 0.5 Hz, whereas older turbines exhibit a higher BPF of
around 0.7 to 0.9 Hz. In sound pressure spectra, the BPF and its harmon-
ics (multiples of the BPF) appear as distinct spikes [26,40]. This pattern
contrasts sharply with natural infrasound, which is typically broad-
band generated by meteorological events, and lacks such discrete spikes.
Based on this, it is reasonable to hypothesize that humans are generally
unaffected by natural infrasound. However, the unnatural characteris-
tics of wind turbine infrasound, arising from its repetitive pulses, may
contribute to the symptoms reported in the vicinity of wind turbines.

The health impacts of wind turbine infrasound remain unresolved,
largely due to limitations in existing laboratory studies. To date, no
controlled experiment has accurately reproduced the characteristic pul-
sating infrasound emitted by modern turbines. Instead, previous studies
have relied on continuous broadband infrasound at comparatively mod-
est levels [36,37]. These conditions do not reflect real-world exposure.
A scientifically robust study must therefore include a realistic reproduc-
tion of pulsating infrasound, exposure periods lasting several weeks, a
sufficiently large and diverse group of participants-including individu-
als with known sensitivities such as migraines—and the involvement of
medical experts in otoneurology and otolaryngology. Until such studies
are conducted, it is premature to draw definitive conclusions regarding
the health effects of wind turbine infrasound.

The remainder of this paper is organized as follows. In Section 2,
we introduce the acoustic wave equation model and establish its well-
posedness, including a discussion of various boundary conditions and
the model data. Section 3 presents the spatial discretization and the
explicit second-order time integration scheme. A brief account of the
implementation is given in Section 4. The accuracy of the method is ver-
ified against 2D and 3D benchmark problems in Section 5. In Section 6,
we describe infrasound measurements from two different wind farms,
and in Section 7 we validate the simulations against these measurements
and present results on infrasound propagation around the wind farms.
Finally, Section 8 summarizes the main findings of this work.

2. The physical model

The model we use for sound propagation is the 3D acoustic wave
equation in second-order form [10], given by

;un =V- (LVM> + p(x)u; + ;S(x,t), xeQ, t>0,
c(x)?p(x) p(x) c(x)?p(x)
e}

where u = u(x, 1) is the pressure deviation, c¢(x) is the speed of sound, p(x)
is the density of the medium, f(x) is a damping coefficient, S(x,?) is a
forcing function, and Q ¢ R? is the computational domain. Here x € Q
is the 3D spatial coordinate and ¢ is the time coordinate. Throughout
the paper we use bold font to denote vectors. In (1) subscripts are used
to denote partial differentiation. In this work the computational domain
Q is a box with a variable bottom boundary to take into account the
ground elevation. We denote the boundary of Q as 0Q.
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To obtain unique solutions to (1) we have to impose initial and
boundary conditions on the solution u(x, 7). In this work, we exclusively
use homogeneous initial conditions, i.e., u(x,0) = u,(x,0) = 0. We split
the boundary into two parts, 9Q, on the ground and 9Q, elsewhere, and
impose the following boundary conditions:

First-order outflow:

c(x)n-Vu+u, =0, x € 09,

()
Impedance: p(x)ou+ c(x)n - Vu+ g(xu; =0, x € 0Q,,
where n denotes the outgoing normal. The first-order outflow boundary
condition on 0Q, is used to truncate the domain and minimize reflections
at artificial boundaries. The impedance boundary condition on 9Q, is
taken from [41], and is used for partially reflecting surfaces (such as the
ground). The parameters p(x) and g(x) are defined by p(x)+gq(x)i = %,
where Z(x) is the normalized surface impedance. Here we use a formula
from [42] that is valid for low frequencies, given by

N G,(x) .
Z(x)—‘/m(l+z), x €0Q, 3)

where ¢,(x) is the effective flow resistivity of the ground surface, y = 1.4
is the specific heat ratio, and w = 2z f with f being the frequency.

In the present study, the forcing function consists of a single point
source, i.e.,

S(x,1) = 6(x — x")g (), C)]
where 6 is the Dirac delta function, x* is the location of point source,
and g(7) is the time signal. Here we use ramped harmonic signals of the
form

g(t) = Ar(t) sin(wt), 5)

where A is the amplitude and r(7) is a ramping function given by

02 nt
sin , 021 <Tymps
O ( 2Tramp ) remp )
1 r> Tramp’
with Ty, = % (six periods ramping). To model problems with multi-

ple sources, for example a wind farm, we solve (1) with one source at a
time and combine the results. As we shall see later, this is necessary to
properly incorporate wind effects into the model. Note that we do not
include any phase information in the time-signal (5). This is because the
phases of the sources we consider here (wind turbines) are generally un-
known, and by solving (1) with one source at a time we can reconstruct
all possible phase combinations a posteriori regardless.

2.1. Sound pressure level computation

Consider a simulation with all sources active at the same time (with
independent, random phases). Let P(x) denote the random variable cor-
responding to the total mean-square pressure at receiver position x, and
let

L(x) = 1010g10<i;)> ,
p

0

be the corresponding sound pressure level (SPL) relative to the reference
pressure p, = 20 uPa. Depending on the specific realization of phases,
the SPL will vary significantly. In this paper we disregard this variation,
i.e., we ignore the effects of phases altogether, by considering only the
expected SPL over all possible phase combinations, which we compute
from the individual simulations with one source at a time. Let (p; ;s x))?,
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i=1,2,..., Ny, be the mean-square RMS pressure (with one point source
located in x;) sampled over ten periods as follows:

t"+E
S !

5 (u(x,;x))*dr, i=1,2,...,N,. @

(pi,rms(x))2 =

Here u(x,t; x) is the solution with the point source located in x}, and
N, is the total number of sources. We start sampling at

SUPxeq | X — x¥|

=T, -
inf cq c(x)

ramp

®

which is sufficiently large to ensure that u(x,t;x7) is harmonic at all
points in space when ¢ > r*. It can be shown (derivation omitted) that

NY
E[P()] = ) (Pioms (%))’ ©

i=1
i.e., the expected total mean-square pressure is just the sum of the mean-
square pressure when simulating with one source at a time. This is
intuitive, since the probabilities of constructive and destructive inter-
ference balance on average, so the expected level is simply the sum of
the individual mean-square contributions without interaction terms. We
define the expected SPL as

. (10)

E[P(x)J> — to1on | ZE Pms )’
— 5 |~ 12T - —
0

Ly (x) =10 10g10<
0

Note that L, (x) is not the same as E[L(x)]. The former is defined
from the expected mean-square pressure and corresponds to the conven-
tional way of reporting average SPL from incoherent sources, whereas
E[L(x)] is the strict statistical mean of the random decibel values. In the
case where the sources contribute with comparable strength, E[L(x)] ~
Lo (x) —2.5 dB.

The spread of L(x) around its mean depends on how unevenly the
sources contribute at the receiver position x. When many sources con-
tribute with comparable strength (for example, far from the wind farm)
and their phases are independent and uniformly distributed, P(x) is ap-
proximately exponentially distributed. In this case the distribution of
L(x) has a standard deviation

2
sd(L(x)) = % % ~ 5.57 dB, a1

independent of the mean. If one or a few sources dominate, for example
very close to a wind turbine, the distribution departs from exponential
and the spread of L(x) is significantly smaller. In particular, in the im-
mediate vicinity of a turbine the SPL will be almost entirely determined
by that single source, and the phases of the other turbines become ir-
relevant. Hence, inside the wind farm and near individual turbines, the
standard deviation sd(L(x)) is close to zero.

Remark 1. Later in the paper we compare the expected SPL values
L (x) from simulations to measurements from real wind farms. One
could argue that the measurement is done with a specific phase com-
bination, and therefore we should try to find that combination in the
simulations as well. However, we argue that any specific interference
pattern will be highly affected by temporal variations in the sources and
atmospheric parameters, which are diminished since the measurements
take place over several minutes. We emphasize that the simulation re-
sults we present are not snapshots of the SPL at any given time, rather
they should be viewed as averages over all possible phase combinations
under the assumptions of our model. In reality, local variations of the
SPL in both time and space will be significant.
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2.2. Wind modeling

The effect of wind is modeled by replacing c¢(x) and p(x) in (1) with
the effective speed of sound and the effective density [43], defined as

2
Core(®) = () +3(x) - V) and pege() = plx) = —2500)- V(). (12)
0

—x* . . . . . .
I:—: o is the unit vector in the sound propagation direction,

V(x) is the wind vector, and ¢, = 340.3 m/s and p, = 1.225 kg/m? are
atmospheric reference values. This approximation is valid when most of
the sound propagates along $(x), which is true if we solve for one source
at a time and if both the source and the receiver are located close to the
ground [9,44].

where §(x) =

Remark 2. The approximation in [43] is valid under the assumptions
that variations in density and speed of sound remain moderate, and that
the wind speed is much smaller than the speed of sound. These condi-
tions are satisfied for the problems considered in the present study. For
a more general and accurate treatment of 3D time-dependent wind ef-
fects, one must instead employ the linearized Euler equations in 3D, as
demonstrated in [7,45].

2.3. Model data

To obtain useful and trustworthy results from simulations it is crucial
to use real-world data. In our model, the coefficients we need to specify
are the speed of sound c(x), the density p(x), the attenuation f(x), the
wind V(x), the effective flow resistivity o,(x), and the source position x*
and amplitude A. We use elevation data provided by Lantmaditeriet [17]
(1 m resolution) to construct Q. The upper limit is set at 5 km for all
simulations.

For large-scale outdoor simulations, it is particularly important to
incorporate atmospheric data into the model. In the present study, we
use MEPS atmospheric data from The Norwegian Meteorological Institute,
which provides all the atmospheric data we need with one hour tem-
poral resolution and 2.5 km spatial resolution with 65 height levels up
to approximately 10 km. The atmospheric attenuation (damping) co-
efficient is defined as a function of temperature, pressure, humidity,
and frequency [46]. The speed of sound and density are computed from
the temperature, pressure, and humidity data according to the formulas
presented in [47].

The effective flow resistivity o, for the ground boundary condition is
highly dependent on the type of ground surface in the computational do-
main. In this work we distinguish between two different types, hard and
semi-hard. We use land cover data from Naturvardsverket [48], which
categorizes the entire surface of Sweden into several ground classes. We
set o, = 200,000,000 Pa - s/m? for obviously hard surfaces (water, as-
phalt etc.) and ¢, = 500,000 Pa - s/m? for the rest (forest floor, farming
fields etc.). These choices are fairly conservative, possibly resulting in
too low ground attenuation. But investigating the uncertainties involved
in modeling the ground boundary solely based on data available from
satellite imagery and airplane laser scanning is beyond the scope of this
study.

We model the wind turbine in each simulation as a point source lo-
cated at the hub. The coordinates of each turbine and its hub height are
obtained from the original sound emission calculations (the basis for the
permit application of the wind farm).

In the present paper we focus on sound propagation for the frequency
f = 1Hz, which is the lowest frequency we can measure with the current
equipment. Ideally, the infrasound measurements should go down to
0.1 Hz to capture the BPF from the new larger wind turbines, expected
to be between 0.2-0.5 Hz. We will use measurements on real wind farms
to determine the source amplitudes A at 1 Hz, so that the measured SPL
values match the simulated SPL values as well as possible. The sound
power levels we report should be understood in the context of our sound
propagation model, which is a simplification of reality. First, we make



K. Mattsson, G. Eriksson, L. Persson et al.

the assumption that all turbines are point sources located in the hub (no
directivity) and that they all emit the same sound power. The second
major uncertainty is the atmospheric and ground data, which have a
limited resolution and accuracy. However, as we show in Section 7.3, the
influence of the atmosphere is relatively small at the distances where we
perform the measurements. A more detailed analysis of the directivity
of wind turbines in the infrasound region and the amount of uncertainty
from the atmospheric data is out of scope in the present study.

Remark 3. By combining accurate sound measurements, current atmo-
spheric data, and our simulation tool, the sound power levels of the
sources can be determined across the entire low-frequency range (un-
der the assumptions of our model). High-frequency sound can also be
analyzed with this technique, but would naturally be confined to much
smaller domains, due to the large atmospheric and ground absorption.

2.4. Energy method

For linear problems, the energy method can be used to prove stability
of PDEs, and hence it is important for well-posedness [49]. Let

(u,v)9=/uvdx and (u,v)m:/ uwdx Yu,v€R, (13)
Q 0Q

denote L2-inner products over the domain and its boundary, respec-
tively.

To simplify the upcoming analysis we collect terms and write the
PDE as

u; =av-(bVu)+au, + S(x,1), x€Q, t>0

yiu+bn-Vu+yu =0, x €0Q, t>0, 14

u=u =0, xeQ, t=0,

where a = a(x) = c(x)’p(x), b = b(x) = ~=, @ = a(x) = fE)e(x)’p(x),
and y; = y,(x) and y, = y,(x) determine the boundary condition. With
this general boundary condition, we can treat both first-order outflow
boundary conditions (y; = 0 and y, = %0y and impedance boundary

c(x)
and y, = X0

bx)pe = @q)' In (14) we have also included

conditions (y; = =25
the homogeneous initial conditions.

Source data does not influence stability [49], hence we set S(f) = 0
in the following stability analysis. Multiplying the PDE (14) by u, and
integrating over the domain Q gives

(u,, %u")g = U V - (0Vu))g + (. Py

= —(Vu,, bVu)g + (u, bn - Vi) yq, + (. fit)g, 1s)

= —(Vu, bVu)g — (ug, v Wyg — Wy, Yoy + Wy, fuy)g,

where the boundary condition has been substituted in the last step.
Rearranging terms leads to
d

EE = =2y, 72U gq + 20y, Pu) g, (16)

where E is an energy given by
E= (u 1 ) + (Vu, bVu)g + (u, 7 1) a7
1 a t a ’ Q 211 %oQ

For E to be a valid mathematical energy it must be non-negative, which
is guaranteed if ¢ > 0, b > 0, and y; > 0. Stability is obtained if the
energy is non-growing, i.e., if the right-hand side of (16) is non-positive,
which is guaranteed if y, > 0 and § < 0. These conditions are all fulfilled
for the physical parameters used in our model. For linear PDEs, stability
in combination with the correct number of boundary conditions is a
sufficient condition for well-posedness [49].

Remark 4. The source term plays a crucial role in the model, although
it does not influence stability or well-posedness, for which it is usually
assumed to be zero. In the simulations, we retain a nonzero S(7).
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3. Discrete model

To retain space, we omit details on the spatial discretization. In short,
we first compute a coordinate transformation of the domain Q to a unit
cube reference domain using linear transfinite interpolation. Then, we
discretize the reference domain into an equidistant Cartesian grid and
approximate all spatial operators using the well-documented SBP-SAT
finite difference method. For details, we refer to [6,7,14-16,50-52]. For
the wind farm simulations, we use second-order diagonal-norm SBP fi-
nite difference operators (derived in [15]) and sufficiently many grid
points to obtain 10 points per wavelength relative to a wave speed of
330 m/s, in all directions.

The SBP-SAT method leads to a provably stable second-order ODE
system given by,

v, =Dv+ Ev, + F(t), t>0,
v(0) =v,(0) =0, 1=0,

18

where v € RY is the semi-discrete solution vector (time-dependent), N
is the total number of grid points, D and E are negative semi-definite
NxN matrices, and F(¢) is the discretized forcing function (see [7,16,51]
for details). In the present study, we utilize second, fourth, and sixth-
order accurate diagonal-norm SBP finite difference operators, described
in [15].

Remark 5. In [53] it was shown that a stable approximation of the
wave equation in second-order form, using diagonal-norm SBP finite
difference operators of second-, and fourth-order accuracy, yields con-
vergence rates of order 2 and 4, respectively. This is verified in Table 1.

3.1. Temporal discretization

For time-stepping we use the following second-order explicit two-
step method:

Wy — an tw,

“ Wl L F(), n=1,2
- s

w,
=D E n+1
w,+ h

19)

where 4 is a constant temporal step size, 7, = hn, n =0,1,2, ..., and w,
is an approximation of v(z,). Written as an iterative formula, we get

h h
(IN - EE) w,,, = @Iy +h2Dw, - (IN + 5E) w, | +hF{,), (20)

where I is the N x N temporal step size, that, due and the is an ap-
proximation of used, the matrix E is diagonal and hence (I N~ gE ) is
easy to invert.

To retain second-order accuracy for all time we need to compute
the initial time steps with second-order accuracy as well. The first time
level is given by the initial data, i.e., w, = v(0), but the second time
level requires some more careful consideration, here we use the modified
difference approach. Consider the first order approximation of the first
derivative and its truncation error

t —v(t
M =1, + gv,,(rn) +OH). (1)

Using the ODE (18) to substitute the term v, (z,) we get

v(t,) —0(1,) h

I = 0y (t,) + F(Du(t,) + Evi(1,) + F(1,)) + OC). 22)
which we use to compute a second-order accurate approximation of the
solution at 7, as follows:

2
w, = v(0) + hv,(0) + %(DU(O) + Ev,(0) + F(0)). (23)

With homogeneous initial data, we have w, = 0 and w, = g F(0).

The stability limit of the time-stepping formula (20) can be shown
to be proportional to the smallest distance between two adjacent grid
points. In this work, we determine the stability limit experimentally
and, unless specified otherwise, choose the time step to be 50 % of the
stability limit.
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4. Implementation details

The numerical method is implemented in a custom code using C++
and CUDA for GPU acceleration. All pre- and postprocessing are done in
Matlab (grid generation, reading data, constructing coefficient vectors,
plotting etc.). We call the whole software package SoundSim360.

The simulations presented in this paper are performed on a single
Nvidia RTX A6000 GPU, with 48 GB of internal memory and 10,752
CUDA cores. All simulations are done in single precision (the results with
double precision are identical). The implementation is done in a matrix-
free fashion, which means that only a handful of copies of the solution
vectors have to be stored in memory (the spatially dependent coeffi-
cient and time-stepping vectors). As a reference for the performance of
the GPU implementation, generating a noise map over a 15 x 15 x 5km?
area, such as in Fig. 12, requires roughly 12 min of computation (24
simulations—one per source—at about 30 s each). A Matlab code us-
ing sparse matrices on a standard CPU would take roughly 20 hours to
produce these results. In general, the Matlab implementation takes be-
tween 70 and 100 times longer compared to the GPU implementation,
depending on the specific problem. Also, the matrix-based implementa-
tion utilizes significantly more memory and requires more preprocessing
to assemble the matrices.

5. Verification

Before we turn to simulations with real-world data, we verify the ac-
curacy and implementation of the numerical method by performing two
verification tests. First, a comparison against a well-known benchmark
problem and then a convergence study with physically relevant data.

5.1. Benchmark

We consider two of the 10 Hz benchmark problems presented in [54],
referred to as Case 2 and Case 4. These problems consist of a single
harmonic point source at z = 5 m, a flat topography, and a non-constant
speed of sound profile. For Case 2 the speed of sound profile is defined

as
c(z) =¢y+0.1z, 24)

where ¢, = 343 m/s and z > 0. This profile gives rise to significant
downward refraction on all heights. The Case 4 profile is defined as

0.1, 0<z< 100,
c(z) =4-0.1, 100 < z < 300, (25)
0, z > 300,

and ¢(0) = ¢,. With the Case 4 profile there is downward refraction for
the first 100 m, then upward refraction until 300 m and then a constant
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atmosphere. The density is set to p = 1.205 kg/m> and the attenua-
tion to 2.3 - 1073 dB/km (negligible for the distances considered). The
normalized surface impedance (at z = 0 m) is set to Z = 38.79 + 38.41i.

We simulate Case 2 and Case 4 using SoundSim360 and compute the
transmission loss at z = 1 m for both cases as follows:

TL() = —20log g 2.

pfree

(26)

where p,,,,(r) is the RMS of the computed pressure field at distance r from
the source and p ,,, is the RMS of the free-field pressure at 1 m distance
(spherical symmetry). The upper limit of the computational domain is
chosen sufficiently high to ensure it does not affect the transmission loss
on the ground. In both cases, we apply our discretization method using
6th-order SBP operators with 20 grid points per wavelength (relative to
330 m/s wave speed) and a time step at 1 % of the stability limit. In
Fig. 2 we plot the transmission loss up to r = 10000 m for both Case
2 and Case 4. Based on visual comparison, our results agree with the
benchmark provided in [54].

To ensure that our reference solutions are accurate, we also simulate
the problems with 10 points per wavelength and a time step at 2 % of the
stability limit. We then find that the solutions are equal to approximately
five decimals compared to the solutions in Fig. 2. Since the discretization
is provably consistent and stable, the Lax equivalence theorem applies
which guarantees convergence [55]. Hence we can conclude that the
results in Fig. 2 are accurate.

5.2. Convergence study

Although the benchmark in Section 5.1 is a good test of refraction and
boundary condition implementation, it does not take into account all the
relevant physics for long-distance simulations. It is a two-dimensional
problem in cylindrical coordinates, and it does not test 3D atmospheres
or the effects of topography, for example. To further verify our method,
we perform a convergence test on a 3D problem more closely related to
simulations with real-world data. Unfortunately, closed-form analytical
solutions to the second-order wave equation with general coefficients
are difficult to derive, especially for complicated geometries. Instead,
we use a synthetically generated reference solution.

Consider the domain x, y, z € [0, 1600] x [0, 1600] x [H (x, y), 800] m3
presented in Fig. 3. The elevation (ground level) is given by

_amx? -

H(x,y)=H.e 7o

27

i.e., a Gaussian profile of height H, = 100 m, centered at [x.,y.] =
[900, 700], with width r = 200 m. A point source with f = 1 Hz is located
at [x,, y;, z,], where x; = y, = 800 m and z, = H(x,,y,) + 125 ~ 185.65

-20

-30

-40

-50

-60

=70 L

4000 6000

r (m)

(b) Case 4

-80 L
0 2000 8000 10000

Fig. 2. Transmission loss at 1 m as a function of distance for (a) Case 2 and (b) Case 4 speed of sound profiles.
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Fig. 3. Computational domain (showing only grid points at the ground). bl
Table 1

Errors and convergence rates of second and fourth
order accurate SBP operators relative to a high-
resolution reference solution obtained with sixth
order SBP operators.

m. The medium parameters (wave speed, density, and attenuation) are
given as functions of elevation (distance from the ground), presented in
Fig. 4. These profiles are derived from a typical night-time profile fitted
to a fourth-degree polynomial (to guarantee smoothness).

The reference solution is obtained by simulating until 7 = 1.8 seconds DOF log,g(e;) o logg(es) 9
using sixth-order operators on a grid with 901 x 901 x 451 ~ 366 - 10° 3.8e5 -0.56 - -0.54 -
degrees of freedom (DOF), see Fig. 5. 1"7‘22 :igi’ i;g :;g; ‘21‘(1)3
The time step is chosen as 1 % of the stability limit to guarantee that - - - - -
the temporal error is negligible. As in Section 5.1, we verify that this ref-
erence solution is sufficiently refined by comparing it to the solution on
a coarser grid and find the differences small. Thus, this high-resolution In Table 1 the convergence rates for second and fourth-order accu-
reference solution can be used as a substitute for analytical solutions rate SBP operators are presented, showing that we obtain the expected
when comparing to less accurate approximations. Here we evaluate the convergence rates as the grid is refined.
convergence behavior of second and fourth-order SBP operators on grids
with 3x, 6x and 10x larger spatial step sizes. 6. Infrasound measurements

We evaluate the accuracy of the schemes in terms of the relative

: The importance of the atmosphere cannot be overemphasized when
L,-error, given by

considering sound propagation, but also the sound power levels gener-

) ated by modern wind turbines. There is a huge contrast between daytime
M) — o, —vperlly (28) and nighttime atmospheric conditions, particularly in forested regions
L orerlla [56] where many of the new wind farms in Sweden are located. There

is also a seasonal variation in the atmospheric conditions [9], particu-
larly over the Baltic Sea [57], affecting offshore wind farms as well as
land-based wind farms.

Measuring infrasound differs fundamentally from measuring audible

where V;N ) is the solution of order p with N DOF and v, is the refer-
ence solution limited to the smaller grid. For two solutions with different
numbers of DOF N; and N,, we estimate the convergence rate as

@ sound and requires carefully calibrated low-frequency instruments. The
log <6<PN_)> equipment used in this study is described below, in Section 6.1. Due to
q = e (29) the large size of the source (wind turbines) and the long wavelength of
’ log (ﬂ )1/ 3 1 Hz sound (several hundred meters), receivers should not be placed
N,
800 - , , 800 800
—~ 600 —~ 600 1 —~600
E E E
c c c
S 400 S 400 8400
© © ©
G o g
W 200 & 200 1 W 200
0 0 : ; 0
340 350 360 370 1.15 1.2 1.25 1.65 1.7 1.75
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(a) (b) (c)

Fig. 4. Atmospheric data used for the convergence study: (a) speed of sound, (b) air density, and (c) acoustic attenuation.
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Fig. 6. Infrasound measurement at Malarberget December 16, 2024.

in the immediate vicinity of the turbines, where the point-source ap-
proximation is less valid. Conversely, measurements should also not be
taken too far away to ensure that the recorded signal originates from the
wind farm of interest and to minimize modeling errors associated with
atmospheric effects. Accordingly, the measurements were performed
approximately 500 m to 2 km from the nearest turbine.
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Table 2

The measured SPL at 1 Hz one-third octave band, Malarberget wind

farm.
Measurement Microphone 1 Microphone 2
2023-10-26 (13.00 CEST) 96.3 dB 85.6 dB
2024-10-23 (11.00 CEST) 91.6 dB 99.3 dB
2024-12-16 (12.00 CEST) 115.5dB -

Infrasound around 1 Hz has distinct properties compared to audible
sound above 100 Hz. It is less sensitive to uncertainties in ground and
atmospheric attenuation, as well as to turbulence in the atmospheric
boundary layer or vegetation, due to its long wavelength. Modern wind
turbines are strong emitters in this frequency range, producing levels
well above typical background levels as shown in Fig. 8. These properties
justify our measurement strategy and support the subsequent analysis of
turbine sound power levels.

6.1. Infrasound equipment

Measuring infrasound down to 1 Hz accurately requires instruments
that are demonstrably calibrated. A relative calibration can be carried
out in a vault such as one of the CTBTO-certified infrasound sta-
tions. We performed the calibration at NORSAR relative to one of their
Hyperion microphones at their station in Elverum. In the present study,
a 65 mm Lidstrém microphone manufactured by Gargnis Electronics in
Sweden was used as a sound pressure sensor, calibrated at NORSAR. The
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(d) Malarberget 2024-12-16

Fig. 7. Infrasound measurements (one-third octave band, center frequencies f, 1-16 Hz) at Malarberget wind farm: (a) 2023-10-26 (13.00 CEST), (c) 2024-10-23
(11.00 CEST), (d) 2024-12-16 (12.00 CEST); and (b) Lervik 2024-05-21 (15.00 CEST), 2024-09-10 (15.00 CEST). Figs. 9-16 show the weather data.
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10
f(H2)
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(b) Sound pressure dB

Fig. 8. (a) Time history of pressure fluctuations, (b) continuous pressure spectrum at Malarberget 2024-10-23, Microphone 2 location. With the plant On and Off.
The turbine-on case is estimated from lapse time 10-60 s, while the turbine-off case is taken from lapse time 276-373 s of the time series.

Lidstrom microphones were developed in the early 1980s in Sweden, to
detect for example helicopters. It is designed explicitly for low-frequency
sound detection, and is well-suited for capturing infrasound pulses down
to 1 Hz. A detailed description of the microphone’s design and perfor-
mance can be found in [58]. The data acquisition system was configured
with a sampling frequency of 1060 Hz and, to enhance data reliability,
the microphone was shielded from wind interference using a specialized
metal windscreen, effectively reducing unwanted wind noise. In Fig. 6
the Lidstrom microphone is used to measure infrasound at Mélarberget
on 2024-12-16, and the results from that measurement are shown in
Figs. 7 and 14. The SPL in dB is relative 20 yPa.

Remark 6. Ideally, the infrasound measurements should go down to
0.1 Hz to capture the BPF from the new larger wind turbines expected
to be between 0.2-0.5 Hz. However, the Lidstrom microphone is only
accurate down to 1 Hz. In a future project, we will use more sensitive
infrasound microphones, such as Hyperion, to measure infrasound down
to 0.1 Hz accurately.

6.2. Measurement results

We have conducted measurements at Mélarberget wind farm three
times: 2023-10-26 13.00 CEST, 2024-10-23 11.00 CEST, and 2024-12-
16 12.00 CEST, and at Lervik wind farm twice: 2024-05-21 15.00 CEST
and 2024-09-10 15.00 CEST. We used two microphones at different lo-
cations at Malarberget wind farm on 2023-10-26 and 2024-10-23, and
one microphone on the other occasions. The locations of the measure-
ment points in relation to the wind turbines can be seen in Figs. 12, 13,
14, 17, and 18.

Malarberget wind farm consists of 27 wind turbines of Vestas
V150-4.2 MW type with a hub height of 125 m (total height is
125+75=200 m) and began operating in 2021. Lervik wind farm con-
sists of 7 wind turbines of SG170-6.6 MW type with a hub height of
115 m (total height is 115+ 85 =200 m) and began operating in 2024.

The results from the measurements, in terms of dB relative to 20
uPa, are shown in Fig. 7. For completeness, we show the results up to
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Fig. 9. Weather data (speed of sound, temperature, relative humidity and wind in x- and y-directions) in the center of Malarberget wind farm 2023-10-26 (13.00

CEST).
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Fig. 10. Weather data (speed of sound, temperature, relative humidity and wind in x- and y-directions) in the center of Malarberget wind farm 2024-10-23 (11.00

CEST).
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Fig. 11. Weather data (speed of sound, temperature, relative humidity and wind in x- and y-directions) in the center of Mélarberget wind farm 2024-12-16 (12.00

CEST).

the 16 Hz one-third octave band, but we will focus on the 1 Hz band in
the upcoming sections.

To ensure that the measured infrasound levels were not caused
by background noise, we conducted continuous measurements at the
Malarberget wind farm on 2024-10-23 during a complete shutdown of
the facility. Fig. 8 shows the measurement data recorded at microphone

position 2 on that date, capturing the period as the turbines gradu-
ally came to a stop. The recording started at 11:50 CEST and covers
the transition from full operation to complete shutdown. Approximately
80 s into the measurement, the turbines began to slow down, reach-
ing a full stop after about 150 s. During operation, the signal exhibits
higher energy levels, whereas following the shutdown, the amplitude
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decreases rapidly and stabilizes at a substantially lower background 7. Simulation of infrasound
level. These observations confirm that the increased infrasound is
directly attributable to the operation of the wind turbines.

The first main focus of the present study is to validate the simulation
tool against accurate infrasound measurements. The second main focus
is to map the sound power levels in the infrasound regime for a few mod-

- ern types of wind turbines and examine the influence of the atmosphere.
j;.;.:rl;n; - g > > In the present study we will only consider the 1 Hz infrasound.
* |4 Microphone 1 | || P o g To compute the sound power levels of the wind turbines at the time
: t '\S‘;‘;r;zcg';i e : of a specific measurement, we do the following:
" |M105+15dB / )
100£1.5dB [ i . : KT .
GMos+15d8 i N S - 5 1. Load topography and ground type data for the area of interest.
“H90+15d8 | j) iy SN e o Ao j 2. Load atmospheric data for the specific time of the measurement.
s . < Y ; 3. Load active turbines at the time of the measurements (often some
turbines are shut down for maintenance).

4. Solve the optimization problem

N,
InAin Z (Lmeas,r - Llol,A(xr))Z’ (30)

where N, is the number of receiver points, L, , is the measured
SPL at receiver point x,, and L,y 4(x,)) is the total simulated SPL
(defined by (10)) at receiver point x, with amplitude A.

The sound power level in decibels is then computed from A using the
standard free-field definition. Since we assume that all sources are equal,
solving (30) is straightforward. Increasing the sound power levels of the

Turi:)ine‘

Microphone
Fig. 12. Infrasound (1 Hz) simulation at Malarberget 2023-10-26 (13.00 CEST),
based on two measurements (microphone 1 (96.3 dB) and microphone 2 Hg:—: :g gg
(85.6 dB)). Here showing the simulated dB levels. The sensitive point means a ] 105 + 1:5 dB
nearby home (94.7 dB). Map from Lantmaéteriet [59]. Weather data is presented M 100+1.5dB
in Fig. 9.

TN Z DS
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‘J -+ Microphone 1 |
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| 95+1.5dB

[ 90+1.5dB

Fig. 14. Infrasound (1 Hz) simulation at Malarberget 2024-12-16 (12.00 CEST),
based on measurement (115.0 dB). Here showing dB levels. The sensitive point
means a nearby home (112.1 dB). Map from Lantmaéteriet [59]. Weather data is
presented in Fig. 11.

Table 3
The computed sound power levels and simulated SPL at 1 Hz one-third octave
band, at Mélarberget wind farm.

Fig. 13. Infrasound (1 Hz) simulation at Mélarberget 2024-10-23 (11.00 CEST), Measurement Sound power  Microphone 1 Microphone 2 - Sensitive
based on two measurements (microphone 1 (91.6 dB) and microphone 2 level point
(99.3 dB)). Here showing the simulated dB levels. The sensitive point means 2023-10-26 (13.00 CEST) 155.0 dB 94.2 dB 87.6 dB 94.7 dB
a nearby home (93.8). Map from Lantméteriet [59]. Weather data is presented 2024-10-23 (11.00 CEST) 153.7 dB 92.8 dB 98.1 dB 93.8 dB
in Fig. 10. 2024-12-16 (12.00 CEST) 172.6 dB 115.5 dB - 112.1 dB

11
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sources simply amounts to increasing L, .(4) by the same amount, thus
only one simulation with each source is needed for each measurement.

7.1. Simulation of infrasound at mdlarberget wind farm

The measured 1 Hz SPL at the receiver points for the three separate
measurements is presented in Table 2. Based on the measurements, we

Applied Acoustics 243 (2026) 111156

solve the optimization problem (30) for the sound power levels as de-
scribed in Section 7 and compute (simulate) noise maps over the whole
region.

A subset of the weather data we use (speed of sound, temperature,
relative humidity and wind in x- and y-directions) in the center of
Malarberget wind farm at the time of the measurements is shown in
Figs. 9-11.
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Fig. 15. Weather data (speed of sound, temperature, relative humidity and wind in x- and y-directions) in the center of Lervik wind farm 2024-05-21 (15.00 CEST).
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Fig. 16. Weather data (speed of sound, temperature, relative humidity and wind in x- and y-directions) in the center of Lervik wind farm 2024-09-10 (15.00 CEST).
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Fig. 17. Infrasound (1 Hz) simulation at Lervik 2024-05-21 (15.00 CEST), based
on measurement (105.6 dB). Measurement location at a nearby home. Here
showing dB levels. Map from Lantméteriet [59]. Weather data is presented in
Fig. 15.
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Fig. 18. Infrasound (1 Hz) simulation at Lervik 2024-09-10 (15.00 CEST),
based on measurement (97.1 dB). Measurement location at a nearby home. Here
showing dB levels. Map from Lantmiteriet [59]. Weather data is presented in
Fig. 16.

The noise maps based on the inferred sound power levels of the
sources are presented in Figs. 12, 13, and 14, one for each measure-
ment. Note the different spatial scales in the figures. In the noise maps
we have included the wind direction and strength at the hub, as well as
the locations of the measurement points and a sensitive point (indicating
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Table 4
The measured SPL at 1 Hz one-third octave band, at Lervik wind
farm, along with the determined wind turbine sound power levels.

Measurement Microphone Sound power levels
2024-05-21 (15.00 CEST) 105.6 dB 164.5 dB
2024-09-10 (15.00 CEST) 97.1dB 156.2 dB

the position of a nearby home). The computed sound power levels and
simulated SPL (at the points of interest) are presented in Table 3.

7.2. Simulation of infrasound at lervik wind farm

We perform the same procedure for the Lervik measurement data as
described in Section 7.1. The weather data at the center of Lervik wind
farm for the two measurements are shown in Figs. 15 and 16. The noise
maps based on the inferred sound power levels are presented in Figs. 17
and 18, including the location of a nearby home (the measurement
point). The SPL at 1 Hz one-third octave band at the receiver point
for each measurement is presented in Table 4, along with the inferred
wind turbine sound power levels determined using SoundSim360. Note
that in the cases with only one receiver point, the measurements and
simulations match exactly.

7.3. Simulation of infrasound at tvinnesheda and and karskruv wind farms

In wind farm permit applications, it is standard practice to assume
a simplified atmosphere with tailwind conditions in all directions. In
reality, however, the atmosphere is far from constant, and its strong
influence on sound propagation (at least for audible sound) is well es-
tablished. To illustrate the importance of atmospheric conditions for
infrasound propagation, we use SoundSim360 to compute the SPL at
1 Hz around the Tvinnesheda and Karskruv wind farms (outside the city
of Aseda, Sweden) for four different atmospheric profiles. The atmo-
spheric parameters, given as functions of elevation, are shown in Fig. 19.
Weather data were obtained on 2023-03-31, close to the spring equinox,
from the center of the Malarberget wind farm: the day profile corre-
sponds to 16:00 and the night profile to 04:00. For both the daytime and
nighttime atmospheres, wind speeds were scaled to 8 m/s and 1 m/s at
10 m height, respectively, yielding four distinct atmospheric profiles.

The Tvinnesheda wind farm consists of 47 Vestas V150-4.3 MW wind
turbines, and the Karskruv wind farm consists of 20 Vestas V150-4.5 MW
wind turbines. Both turbine types have a hub height of 116 m and a total
height of 116 + 75 = 191 m. Tvinnesheda and Karskruv began operation
in 2022 and 2023, respectively. Fig. 20 shows the simulated SPL for
daytime and nighttime atmospheric profiles, with wind scaled to 1 m/s
and 8 m/s at 10 m height. The sound power level (at 1 Hz) is fixed at
153.7 dB, determined from measurements conducted on 2024-10-23 at
the Malarberget wind farm. Five sensitive points (A-E) corresponding to
nearby residences and towns at various distances from the wind farms
are included. The SPL values (1 Hz) at these points are listed in Table 5
for the four different atmospheric profiles, together with the distance
to the nearest wind turbine. The results demonstrate that atmospheric
conditions can significantly affect the SPL (at 1 Hz) in the far field. The
largest variations occur between the daytime atmosphere with 1 m/s
tailwind (at 10 m height) and the nighttime atmosphere with 8 m/s
tailwind: at sensitivity point A, the difference is 3.8 dB, whereas at point
E it reaches 14.5 dB.

Remark 7. Note that the measured sound power levels at the
Malarberget wind farm span 153.7-172.1 dB (see Table 3). Using a
sound power level of 172.1 dB instead of 153.7 dB increases the SPL at
the sensitive points by 18.4 dB compared to the values listed in Table 5.
The nighttime atmospheric profile, featuring an 8 m/s tailwind at 10 m
height, corresponds to a highly refractive atmosphere (see Fig. 20) that
induces waveguide behavior, in stark contrast to the daytime profile
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Fig. 19. Weather data showing the difference between (a) daytime (16.00) and (b) nighttime (04.00) March 31 2023 at the location of Malarberget wind farm. Wind

speeds were scaled to 8 m/s and 1 m/s at 10 m height, respectively.

with a 1 m/s tailwind at 10 m height, which exhibits much weaker re-
fractive effects. The daytime profile with an 8 m/s tailwind at 10 m

height also induces waveguide behavior, which explains the slow decline
in SPL.

8. Conclusions

We have presented a high-fidelity simulation tool for low-frequency
sound propagation in large and complex three-dimensional domains.
The method has been verified against benchmarks and validated with

14

infrasound measurements from several modern wind farms, demon-
strating both reliability and accuracy. The results emphasize the cru-
cial role of realistic atmospheric data, which must be incorporated
to obtain trustworthy predictions of sound propagation over long
distances.

This study also shows that modern, large-scale wind turbines gener-
ate infrasound levels substantially higher than those reported for older,
smaller turbines. These findings enhance the understanding of the acous-
tic characteristics of contemporary wind turbines and provide valuable
guidance for environmental assessments and policy-making.
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Fig. 20. SPL at 1 Hz around the Tvinnesheda and Karskruv wind farms under different atmospheric conditions (a)-(d). Daytime and nighttime profiles are considered,
with wind scaled to 8 m/s and 1 m/s at 10 m height, respectively. SPL values at five sensitive points (A-E) near residences and towns are listed in Table 5. Maps are

from Lantmaéteriet [59].

Table 5

Simulated SPL at five sensitive points (A-E) around the Tvinnesheda and
Karskruv wind farms for daytime and nighttime atmospheric profiles with wind
speeds of 1 m/s and 8 m/s at 10 m height. Corresponding weather data are
shown in Fig. 19. Distances from each point to the nearest wind turbine are
included.

Atmosphere Point A Point B Point C Point D Point E
Day profile 1 m/s 95.2 dB 88.7 dB 82.6 dB 81.2dB 76.7 dB
Day profile 8 m/s 97.5 dB 94.6 dB 92.9dB 93.3dB 91.1dB
Night profile 1 m/s 95.8 dB 90.2 dB 85.1 dB 84.1 dB 80.1 dB
Night profile 8 m/s 99.0 dB 96.3 dB 93.5dB 93.6 dB 91.2dB
The nearest turbine 1085 m 2924 m 5005 m 7478 m 13,460 m

Future work will focus on extending measurement capabilities using
highly sensitive infrasound microphones, such as Hyperion, to capture
frequencies down to 0.1 Hz, as well as investigating the directivity of
wind turbine noise in the low-frequency regime.

Finally, low-frequency sound propagation in urban environments
will be addressed, particularly with respect to transmission through
building facades under high outdoor noise levels, which may represent
a potential environmental health risk. These developments will further
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strengthen the applicability of SoundSim360 in environmental acoustics
and its relevance for assessing potential health impacts.
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